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1. Introduction
A major focus of NFMCC-MCTF activities is the design and simulation of the accelerator subsystems required by a multi-TeV muon collider. This report lists the accelerator design and simulation tasks that need to be done in order to complete a muon collider ZDR by 2012.
At the current time there are three overall scenarios for designing the accelerator systems for the collider that are under active investigation. These scenarios involve different choices for the desired collider parameters and for the design of the accelerator subsystems. There are a number of reasons why many alternative designs are still being considered. First of all no muon collider has ever been built before, so we cannot base our design on past experience. Muons have well-known problems that greatly complicate the accelerator design. Foremost among these are the short lifetime and the fact that they are produced in pion decay. This produces muon beams with emittances and energy spreads that are enormous by conventional accelerator standards. Some of the differences in the collider scenarios reflect different philosophies about the optimal choice of collider parameters, for example the number of muons per bunch or the pulse repetition rate.

A crucial feature of a muon collider is the massive use of ionization cooling, a technique that has never been used before in accelerator design. There is a lot of debate on the optimal design of these cooling channels and on the technical feasibility of the magnets and RF cavities that must be used to reduce the muon emittance to the required levels. The feasibility of some channels is uncertain at the present time because they depend on experimental questions that have not yet been measured. The two most important examples are the limits on the gradient of normal-conducting RF cavities in strong magnetic fields, and the possible breakdown of gas-filled RF cavities by intense muon beams.
One of the major goals of the current R&D program is to finish sorting through the accelerator alternatives and decide on a single baseline collider design by 2011.

2. Goals [MZ]
(i) Develop an end-to-end design for a multi-TeV Muon Collider that is based on technologies that have been demonstrated and/or technologies that can be anticipated after an appropriate specified R&D program. Key R&D tasks should be identified.
(ii) By means of an end-to-end simulation (including beam-beam simulations to give luminosity estimates), demonstrate that the design will meet the required machine performance parameters. The sub-systems simulated should be based on sufficient engineering input to ensure that the assumed design includes a reasonable level of realism (i.e., realistic gradients, magnetic fields, alignment tolerances, safety windows, spatial constraints, etc.). Simulations should cover proton driver, target, and all downstream systems up to and including the collider ring; beam transfers should be part of the simulation.

(iii) Document the baseline machine design, including required technologies, description of subsystems, performance estimates (luminosity, cooling performance, backgrounds), and fabrication and installation approaches (sufficient for costing purposes).
3. Schedule

2008-2010
Study proposed alternatives for the accelerator subsystems.


Simulate subsystem performance using defensible parameters.



Cross-check promising subsystems with two simulation codes.

2011

Specify a baseline accelerator design.



Minimize work on non-baseline alternatives.



Simulate representative matching sections.



Do representative tolerance studies.

2012

Freeze accelerator design.



Complete the design of all matching sections.



Do an end-to end simulation of the accelerator systems.


Do detailed tolerance studies.


Do necessary simulations for the collider ZDR.

4. Proton driver design activities  (120 pm?)
We assume that an independent project will produce a reference design for the baseline version of Project X. We consider here only the additional effort needed to determine the specific requirements needed for the muon collider.

The estimated amount of effort involved in these tasks is measured in person-months (pm).

4.1 Proton bunch structure rings


conceptual designs


analytic evaluation of instabilities


tracking

4.2 Power upgrade to 4 MW


conceptual designs


analytic evaluation of instabilities


tracking

4.3 CW mode linac


conceptual designs


analytic evaluation of instabilities


tracking

5. Target design activities (90 pm) [HK]
Much of the design work for the target facility was done as part of the Study 1 and Study 2  reports for a neutrino factory.

5.1 Simulations (53 pm)

   1.  Benchmarking MERIT beam/jet/magnet results (25 pm)

         0.5 Grad Student effort x 3 years

         0.2 Scientist FTE supervision x 3 years

   2.  Refining modeling of beam/jet/magnet interactions (17 pm)

        0.5 Grad Student effort x 2 years

        0.2 Scientist FTE supervision x 2 years

   3.  Refining simulations of nozzle performance (6 pm)

        0.5 Scientist/engineer effort x 1 year

   4.  Consideration of Hg Jet/Dump splash issues (5 pm)

        0.4 engineer effort x 1 year

5.2 System Design (37 pm)

   1.  Hg loop system (7 pm)

       0.3 Engineer   x 2 years

   2.  Design of upstream and downstream beam windows (4 pm)

       0.3 Engineer  x 1 year

   3.  Robotics for handling target replacement/repairs (14 pm)

       0.4 Engineer  x 3 years

   4. Design of Tungsten/Water inner shielding (5 pm)

       0.2 Engineering x 2 years

   5.  Consideration of HTC superconductor in target solenoid (7 pm)

       0.3 Engineering  x 2 years
6. Front end design activities (233 pm) [RF]
Most of the current effort on the collider design is devoted to the front end subsystems. The front end starts with a pion decay channel and a phase rotation channel to reduce the energy spread of the muon beam. Most of the rest of the front end consists of ionization cooling channels to reduce the emittance of the muon beam. The cooling starts with a precooler to reduce the transverse emittance. The positive and negative muons are then separated and sent through dispersive 6D cooling lattices to simultaneously reduce the transverse and longitudinal emittances. After sufficient longitudinal cooling the beams are recombined and sent through a final cooling channel that reduces the normalized transverse emittance to the level required by the collider.
6.1  Decay, bunching and phase rotation (13 pm)
Two new alternatives need to be compared with Study 2a.


6.1.1  Neuffer 12-bunch scheme (8 pm) 

This scheme has applications for both the NF and the MC.



replace continuous field with coils (1)


group RF frequencies into families (2)



include absorber and RF windows (1)



alternative design with partially-bucked fields (3)



check sensitivity to errors (1)


6.1.2  LEMC alternative (5 pm) 
6.2 Precooling (8 pm)
Three new alternatives are being studied as a possible replacement for the Study 2a cooling channel.


6.2.1 Study 2a channel with hydrogen gas absorber (2 pm)


6.2.2 Quad-focused channel (2 pm) 

6.2.3 LEMC alternative (4 pm)

6.3  6D cooling (76 pm)
There are three main schemes for doing the 6D cooling for the collider. Additional subsystems for charge separation, charge recombination, and low energy bunch merging may also be needed.

6.3.1 Guggenheim channel (28 pm)


model field with 3D maps (5)



model field with multipole expansions (4) 


tapered channel design (4) 


matching sections (3) 


study shielding effects between layers (2) 


confirm performance with G4BL (4)


replace RFOFO lattice with magnetic insulation (4)



model space charge at end of channel (1)]


error sensitivity (1)


6.3.2 Helical cooling channel (15 pm) 


design practical methods for including RF in the three schemes (6) 


optimize cooling performance (4)



matching sections (3)



model space charge at end of channel (1)



error sensitivity (1)

6.3.3 FOFO-snake (14 pm) 


design channel and simulate performance (5)



study eliminating gas from channel (2)



study magnetic insulated channel (2)



matching sections (3)



model space charge at end of channel (1)



error sensitivity (1)


6.3.4 Charge separation (5 pm) 


dipole simulations (2)



bent solenoid simulations (2)



error sensitivity (1)


6.3.5 Charge recombination (6 pm) 


dipole simulations (2)



bent solenoid simulations (2)



effect of space charge (1)



error sensitivity (1)


6.3.6 Low-energy bunch merging (8 pm) 


planar wiggler simulations (2)



helical wiggler simulations (2)



design magnetic insulated lattice (3)



error sensitivity (1)

6.4 Final cooling (83 pm)
Four alternatives are being considered for the final stage of cooling. Some schemes use an additional subsystem for high energy bunch merging.

6.4.1 50 T  HTS channel (13 pm) 


optimize stage parameters (2)


matching sections (3)



acceleration sections (3)



acceleration using magnetic insulation (3)



model space charge at end of channel (1)



error sensitivity (1)


6.4.2 PIC-REMEX (35 pm) 


design aberration-corrected PIC lattice (6)



design PIC lattice with magnetic insulation (5)



matching sections (3)



simulate PIC performance (4)



design aberration-corrected REMEX lattice (6)



design REMEX lattice with magnetic insulation (5)



simulate REMEX performance (4)



model space charge at end of channel (1)



error sensitivity (1)


6.4.3 Low β bucked coil lattice (17 pm) 


design and simulate straight lattice (6)



design and simulate lattice with dispersion (6)



matching sections (3)



model space charge at end of channel (1)



error sensitivity (1)


6.4.4 Lithium lens channel (11 pm) 


design and simulate straight lattice (6)



matching sections (3)



model space charge at end of channel (1)



error sensitivity (1)


6.4.5 High energy bunch merging (7 pm) 


design and simulate bunch merging rings (2)



injection system (2)



extraction system (2)



error sensitivity (1)

6.5 End-to-end simulation (21 pm)


join baseline subsystems into single model in ICOOL (3) 

make model of whole channel in G4BL (4)


high statistics runs (1)


understand differences from two codes (2) 

study sensitivity to physics models (3) 

study sensitivity to hardware parameters (2)


study polarization (1) 

study using real space charge code (5) 
6.6 Front end code development (8 pm)


ICOOL maintenance and minor improvements (4)


G4BL maintenance and minor improvements (4) 
6.7 Breakdown in RF cavities (24 pm)

simulate beam breakdown in gas-filled cavities (2) 

develop model of breakdown in vacuum cavities (4) 


space charge simulations (4) 


optimize magnetic insulated cavity (2)]


vacuum RF-CAVEL development (6)


vacuum RF-Tech X development (2) 

vacuum RF-SLAC-LBNL development (2) 

vacuum RF-ANL development (2)

7. Acceleration design activities (170 pm) [SB]
After cooling the muon acceleration systems must increase the muon kinetic energy from 120 MeV to 750 GeV at the collider.
7.1 High energy acceleration (63 pm)


7.1.1 Fast ramping synchrotrons, including hybrid (30 pm)



Lattice design (9 pm)



Fast-ramping magnet engineering (12 pm)



RF system design and engineering (9 pm)


7.1.2 RLA designs (9 pm)



Lattice design (6 pm)



RF system engineering (3 pm)


7.1.3 Alternative scenarios, including comparisons (FFAGs, etc.) (24 pm)



Scenario design (12 pm)



Scenario comparison, including above (12 pm)

7.2 Low energy acceleration (9 pm)


Determine suitability of neutrino factory front end (3 pm)


Adjust neutrino factory design, find transitions to high energy (6 pm)

7.3 Transfer line designs (6 pm)

7.4 Single particle simulations (18 pm)

7.5 Collective effects (74 pm)


7.5.1 Impedance-driven (36 pm)



Short-range (18 pm)



Long-range, primarily beam loading, including second sign  (18 pm)


7.5.2 Beam-beam (18 pm)


7.5.3 Demonstrate two-stream unimportant (2 pm)


7.5.4 Simulations collective effects (18 pm)

8. Collider ring design activities (72 pm)  [YA]
The collider ring where the muon beams will collide at low-beta interaction points is the ultimate part of the accelerator complex. Its proper design is a prerequisite for the success of the whole project. The design of the intersection region is closed tied to the design of the detector.
The goal of these studies is to develop a lattice design which provides:

● parameters necessary to achieve the required average luminosity (2 x 1e34 in the 0.75+0.75 TeV case):

-  β* < 1cm in the case of 2 IPs

-  low momentum compaction |(c |<1e-4 in order to obtain bunch length (( < β* < 1 cm) with moderate RF voltage

-  small circumference C ~ 3 km (luminosity ~ 1/C)

● momentum acceptance (0.5-1%) and dynamic aperture sufficient to accommodate muon beam with emittances expected from the 6D ionization cooling channel

● stability of coherent motion of bunches with number of muons 1-2e12

● compatibility with detector and magnet protection from secondary particles 

● reasonable tolerances on gradient and alignment errors 

The work on collider lattice must go hand-in-hand with the magnet, SC RF and the detector studies. It includes the following steps:

8.1 Analysis of basic solutions (6 pm)

Interaction region (IR) with account of constraints on quadrupole gradients and 
bore radii


Chromatic correction scheme (special sections vs. local inside IR), 


Arc cells (FODO vs. achromats)

8.2 Lattice composition and matching (6 pm)

8.3 Design of chromaticity and nonlinear detuning correction circuits (6 pm)

8.4 Dynamic Aperture tracking studies with account of magnet imperfections and beam-beam interactions. (12 pm)

8.5 Simulation of secondary particle fluxes and detector backgrounds (18 pm)


iterate designs with detector group

8.6 Detailing of the design with BPM arrangement, closed orbit correction and tuning circuits, injection, beam dump and collimation systems (18 pm)

8.7 Calculation of the impedance budget and analysis of stability of coherent motion of the muon beams (6 pm)

9. SWF and M&S requirements

The collider accelerator design and simulation effort is summarized in the following table. The estimated number of people involved in this effort is measured in full-time-equivalents (FTE).
	system
	total effort needed

           [pm]
	current effort

     [FTE]
	new effort needed

        [FTE-years]

	proton driver
	120?
	0.5
	8?

	target
	90
	0.5
	6

	front end
	233
	7.3
	0

	muon acceleration
	170
	0.6
	12

	collider ring
	72
	1.0
	2


We estimate the total number of FTEs currently working on this activity is ~10. We assume that all the people currently working on this activity will continue at the same level of effort through 2012. In the case of people working for Muons Inc. we assume that their work on the LEMC scenario systems will continue through 2010. It is very difficult to estimate the Muons Inc contributions after the baseline design has been established, particularly if the LEMC scenario is not chosen for the collider baseline. In any case their effort will be constrained by the actual SBIR proposals that get accepted at that time. In order to complete all the necessary studies by 2012 we estimate an additional ~28 FTE-years of effort will be required in addition to our current R&D activities.
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